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ABSTRACT 

'Two niassi\-cI!-separated flow cases (tlic 2-D hi l l  and t lie 3-11 Alimed body) were coiiiputed with 
several differelit turhuleiice iiiodch ii i  tlit. Re!iiiolds-a\i€~raged Navier-Stokes code C'FL3D as part 
of part icipatioii i i i  a turbi i lenc~~ niodeliiig worksliop held i n  l'oitiers, France in October, 2002. 
Overall, resiilts were disappointjiig, but wen' consistent with results from other RANS codes 
and other turbulence models a t  tlie workshop. For the 2-D h i l l  case, those turbulence models 
tliat predicted separation location accurately cndcd up yielding a too-loiig separation extent 
downstreani. The one model tliat predicted a shorter separation extent i n  better agreement 
with LES data did so only by coincidence: its prediction of earlier reattachment was due to  
a too-late predictioii of tlie separation location. For tlie Ahmed body, two slant angles were 
computed, and C'FD performed fairly well for one of the cases (the larger slant angle). Bot11 
tiirhiilence models tested i n  this case were very similar to each other. For the smaller slant 
angle, C'FD predicted massive separation, whereas the experiment showed reattachment about 
half-way dowir the center of the face. These test cases serve as reniinders tliat state-of-t he-art 
C'FD is currently not a reliable predictor of niassively-separated flow physics, and that further 
validation studies i l l  this area would be beneficial. 



1 INTRODUCTION 

Clo m pi I ta t  io t i  a.l f l u  id d y t i  a,m ics ( C’F’D ) cod cs ii si t i  g t. h c llc y n olds-a.vera,ged N a.vier-S t okcs ( It A N S ) 
cqiiations a,re now iised routinely for complex acrodyna,mic flows. CFD is oft.cn triistcd for ma,ny 
a.tta.chcd flow situations, brit the same ca.nnot be said for configiirations with significant regions 
of sepa.ra.tion. I n  general, C‘T711 has not. rclia.bly predicted a, wide enough va,riety of scpa.ra,ted 
flows arcu rattly t.o ca,rn the users’ trust i n  these sit,iiations. 

perimcnt,s. Some of the ca.iisc may be thaR current, tiirbiilencc models (or t.hc RANS iassumptions 
inherent i n  the models) acre iinablc to handle some of the complex, iinsteady physics involved. 
Biit it, is also more difficiilt, t,o obtain rclia,blc expcrimenta,l da t a ,  aft t,heso conditions, so some of 
the faiilt may be a,ttribiitcd to difficiilty i n  using ClFD t o  model precisely t,he sa,mc problem a s  
the experiment.. I n  pa,rticiila,r, it is ccrta.inly dubioiis whether a, truly two-dimcnsiona,l exper- 
iment involving scpa,ra.ted flow coiild ever be a,ttaincd. As a. result, 2-D CFD va,lida.tions and 
comparisons a,rc siispect. 

Therefore, it cont,iniies to be a. valuable exercise to test different. existing tiirbiilcncc models 
on a s  wide a. wricty of scpa.ra.t,cd flow cases as possible. Each case teaches us more a,boiit the 
potcntia,l limita,t,ions of RANS a.nd existing tiirbiilencc models o n  different classes of scpa,rat,ed 
flows, a.nd also helps to point out potential pitfalls inherent. in  the process of compa,ring CFD 
w i t h  experiment. 

The European Research Community On I?Iow, Tiirbiilencc a.nd Combustion (ER.COFTAC:) 
has  been instrumcnt.a.1 in  orgmizing many validamtion workshops for the purpose of furthering the 
understanding of C1FD’s ca,pa,bilities and limita,t.ions for different classes of flows. A workshop 
on refined Turbulence hlodcling (10th joint ERClOFTACl (SIG-15) / IAHlt  / QNET-CFD) warns 
held i n  October 2002 i n  Poitiers, France, a,nd featured three f l o w x  contra-rotating jets, periodic 
flow over a. 2-D hi l l ,  and flow over a simplified ca,r body (Ahmed body). 

This report details contributions to t,he latter t.wo of these cases, using the NASA code 
CFLSI) [l]. Severa.l different turbulence models were employed, a,nd results were compared to 
la,rge-eddy simiila,tion (LES) results in  the ca,se of the 2-D hi l l ,  and to experiment, i n  the case 
of t h c .A 11 m cd body. 

The next t,wo scct,ions describe the C:FT,3D compiit,er code a,nd the formulas for tJhc explicit 
algebraic stress models (EAShl) (the other turbiilencc models employed axe more widely used 
a.nd amre a.va,ila.ble i n  the open litcra,ture, so they are not described in t h i s  document). Then, the 
specifics of two test casxs are given, the resiilts are described, a,nd conclusions are dra.wn. 

Engineers do not a,grcc on the came for disa,grecmcnts between CFI) and scpara 

2 NUMERICAL METHOD 

The compiitcr code CFLSD [l] solves the t,hree-dimensional, time-dependent, Reynolds averaged 
compressible Na,vicr-Stokes cqua.tions with an upwind finite-volume formiilat,ion (it can a,lso be 
exercised i n  t.wo-dimensional mode of operation for 2-D cases). I t  ca,n solvo flows over miiltiple- 
zone grids tha.t a,rc connected i n  a. one-to-one, patched, or oversct ma,nner, a d  can employ 
grid sequencing, miilt.igrid, and local t,ime stepping when accelera,ting convergence to stea,dy 
sta,te. ITpwind-biased spatial differencing is used for the inviscid terms, a,nd flux limiting is iised 
to obtain smooth solntions in  the vicinity of shock waves, when present. Viscous terms arc 
centra,lly differenced, a,nd cross-diffusion terms a,rc neglected. For very low Mach number flows, 
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preconditioning ['L] is used t o  insure convergence and accriracj' of the solutions. 

The C'FL:JD code is advancecl i n  time with an iinplicit approximate factorization method. 
The implicit derivatives are written as spatially first-order accurate, which results i n  block 
tridiagonal inversions for each sweep. IIowever, for solutions that  utilize Roe flux-difference 
splitting [ 3 ] ,  the  block tridiagonal inversions are further simplified using a diagonal algorithm 
with a spectral radius scaling of the viscous terms. 

The turbulence models are solved uncoupled from the mean flow equations us ing  implicit ap- 
p rox i in a t  e factorization . T h ei r advective t e r in  s a re so 1 ved us i n g fi rs t -0 rd e r u pw i n d d i ffe r e n c i n g . 
hlany turbulence models are available i n  C'FL:JD, but only those used in the current study are 
mentioned here. Descriptions of the oneequation Spalart-Allmaras (S.4) and the two-equation 
hIenter k - i ~  shear-stress transport (SST) turbulence models can be found in their respective 
references [-i1 51, while a more detailed description of the E.4ShI is given in the next section. 

3 EXPLICIT ALGEBRAIC STRESS MODELS 

The turbulent stress tensor for EASM is given by 

where SIJ = [ (au, /8 . rJ)  + (auJ /B . r , ) ] / 2  and \I;, = [ ( & L , / ~ X . ~ )  - (az i J /ax , ) ] / 2 .  The nonlinear 
terms are within the brackets [ 1. The component T , ~  terms are used to  close the Reynolds- 
averaged Naxier-Stokes equations (see, e g . ,  Ref. [ G I ) .  The kinematic eddy viscosity Y; is given 
by 

with T 3 l/&. T h u s ,  N ~ / T  is equivalent to 4';. The value of n l / r  is obtained from the solution 
to the following cubic equation a t  each point in the  flow field: 

v; E C y i T  = - / < C I l l  (2)  

(w)3  - T 
+ P  (o')zf4("'> - 7- + r = 0 ,  

The correct root t o  choose from t h i s  equation is the root with the lowest rea,l part [7] .  .Also, the 
degenerate case when q2 --+ 0 must be a.voided. See Rumsey a.nd C;a.tski [8] for further details. I n  
the  current implementation, the resulting C'; = - ( c I ~ / T )  is limited by <'E = max(C';, 0.000.5). 
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0 2  = - (2 - Cf4) 

03 = - (2 - Clj) 

Also, 

(15) 

alld c,, = 1.44, e',, = 1.83, Cy = 3.4, C'i = 1.8, c ( p  = 0.36, C:+ = 1.25, aiid ('4 = 0.4. 

The preceding implementa,tion is exactly the same for the EASM-ko (using Z i - d  equatiolis) 
or E.4Shl-ke (using I i - E  equations), except that  T z Z i / c  for EASM-ke. For EASM-ko, the  
explicit tensor representation for rl, is coupled with the following I<-w two-equation model: 

I 
where 

(16) 

and UT; = 1, u, = r;'/[JT'J;(d - ? ) I ,  K = 0.41, 7 = 0.53, ,O = 0.83, and C;, = 0.0895. Note that  
for 2-D incompressible flows, P = 2u;q2 is exact. Also, it should be noted that the values of 
or,- and 3' are different than reported i n  Ftumsey and Gatski [8]. They were changed recently 
to improve the niodel's capability for jet-type flows (see Georgiadis et a1.[9]). The change 
was found t o  have relatively small impact for wall-bounded flows in gcneral. I n  the current 
implementation, P i n  tlre I<-equation is limited to  be less than 20 times the destruction term 
f p Z i d .  The function f p ,  taken from from Wilcox [lo], is given by 

(21) 
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where the C ' i  tcrin i n  the forniiila for k~ is necessarj because 
"absorb" C'/, a s  i n  \Vilcos's niodcl. 

i n  the current model docs not 

For the I:.-lShI-kc two-equation model: 

(22) 

(23) 

where f C  = [I - exp(-Rrr,-/l0.8)], Re[; = Zi ' / 'd /u ,  01,- = 1.0, aF = K'/[&(C,, - Cct)], 
CiF, = 1 .44 ,  C'.' = 1.83, C',, = 0.086,  and d is the distance to  the nearest wall. Additional 
wall damping functions (such as f,, , t o  achieve expected asymptotic behavior of the turbulence 
quantities verj near the wall) arc not employed i n  the  current model. Note that i n  equations 
(22) and (23) ,  the diffusion terms are modeled irsing an equilibrium eddy viscosity vf = C ' / , 1 C 2 / ~ ,  
where the constant C',, = 0.0885 for this model. This is different than i n  the I'ASM-ko model, 
which uses the  nrtvol eddy viscosity u; (with variable C;) i n  its modeled diffusion terms. The 
diffusion ternis for both EAShl-ko and EAShl-ke arc approximate models i n  any case; see, for 
example, LVarsi [I 11. 

The turbulent boundary conditions applied a t  solid walls are Z i T L J  = 0 ,  E ,  = 2 ~ , ~ ) ( t ) f l / d n ) i ~ ,  
and w ( , ~  = lO(G~,~)/[1j(An)'], where An is the distance t o  the first cell center away from the 
wall. The boundary condition for wTl is from hlenter [.5]. This boundary condition simulates the 
analytical behavior of w near solid walls withoirt the need for specifying the solution at  interior 
points. 

4 SPECIFICS OF THE TWO CASES 

4.1 2-D Hill 

The 2-D hill case was originally an experiment reported by Alineida et a1.[12], but some modi- 
fications were made to the geometry and test conditions for the purpose of conducting a C'FD 
analysis rising LES by Jang et  a1.[13]. It was subsequently decided to use this 3-D LES simula- 
t i on  as the reference by which the 2-D RANS models were judged in the Poitiers workshop. 

To simulate incompressible flow in the C'FLRD compressible C'FD code, the Mach number 
for the 2-D hill case was set very low (hI=0.001), and preconditioning was employed. The 
Reynolds number was 1059.5 per hill height H. For boundary conditions, the lower and upper 
walls were solid (viscous, adiabatic). Turbulence equations were integrated all the way t o  the 
walls. The minimum normal  spacing a t  the lower wall ensured an average minimum y+ of 
approximately 0.25 for the finest grid, 0.5 on the medium grid, and 1.1 on the coarse grid. 
The outflow boundary condition set p/pref = 1.0 and extrapolated density and velocity from 
the interior. The subsonic inflow boundary specified density, velocity profiles, and turbulence 
quantity profiles (appropriate t o  each particular turbulence model) from the LES data ,  and 
extrapolated pressure from the interior. 

Two hills were included i n  the computational domain. The distance between hills peaks 
was 911, and the upper wall was 3.03.58 above the lower wall. The grid extended from x/H=-3 
upstream to  x/H=1.5 downstream, with some opening-up of the grid in the streamwise direction 
near the outflow boundary. The finest-level grid employed 737 streamwise points and 193 normal 
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I points. There was grid stretching i n  the nornial direction i n  order t o  give appropriate m i n i m i i m  
spacings near each wall ( the m i n i m i i m  spacing near the upper wall was larger than that a t  the 
lower wall: on the fine grid, average minimum y+ for the upper wall was 1.7 while on the lower 
wall it was 0.2.5). Ia’ig. 1 shows a picture of the grid, with every fourth gridpoint shown i n  both 
coordinate direct ions for clarity. 

The shape of each hill  (which is symmetric about its peak at  x = 0) is described by the 
following equations, given in  m m  (the hill height H i n  these equations is 28 m m ,  so they describe 
the shape of the hi l l  between x/H=O and 1.9286): 

y(.r) = 25.014 + .9i548 * 2 - .lo161 * .r2 + .0018898 * xt3 when 9 5 r 5 1 4  (25) 

y (x )  = 25.796 + .820GT * x - .090554 * .r2 + .0016265 * .rT9 when 14 5 E 5 20 (26) 

y (x )  = 1‘7.925 + .87439 * x - .055674 * .rL + .000G2777 * x 3  when 30 5 x 5 40 (28) 

y(x )  = m.az(O., 56.3‘30 - 2.0105* x + .016449 * x2+ .0000’LGi50 * x”) when 40 5 x 5 .54 (29) 

4.2 Ahmed Body 

The Ahmed body experimental da ta  is from Lienhart et a1.[14], although the first experimental 
studies on t h i s  configuration were carried out by Ahmed and Ramm [15]. The  Ahmed body 
is a simplified car shape with a hatch-back. Different slant angles for the hatch-back have 
been tested. Although geometrically very simple, the flow around t h i s  body is similar in many 
respects to the flow around a real automobile. During testing, the body was elevated off the 
floor using stilts, so there is a n  underbody flow as well. A sketch of the model, taken from 
Manceau and Bonnet [16], is shown i n  Fig. 2. 

The  flow conditions were: M = 0.117. Re = 2667 per tnm. Only one half of the body 
was simulated (a symmetry plane was employed along the centerline of the body). A farfield 
(Riemann-invariant) boundary condition was employed i n  the far field. This “open” type of 
far field conditions was found by Durand et al.[li] to yield improved inlet velocity profiles 
over “closed” boundary conditions (for which the farfield boundaries above and t o  the side of 
the body are modeled as solid slip walls). The body and the tunnel floor were solid (viscous, 
adiabatic). Turbulence equations were integrated all the way t o  these surfaces. The average 
minimum y+ at all solid walls was approximately 1.5. 
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Tlic grids w ~ r e  obtairied froni C'F'S. ii si ippl ic~ o f  c.oitil)Iitatioiial f l i i id  dyiiaitiics sof t \vaix\  
and wrvicc (Ihiraiid et al.[l TI).  Oiily two slant aiiglcs were' coiisidcred: 25' aiid 35'. 111 bot Ii 
cases t Iic stilts beneath the bod) were ignored. For t lie 2.5' slant aiiglc case, t Iic grid coiitaincd 
1.3 x IO6 gridpoints. For the :3So slaiit aiiglc case, the. grid contained 1.23 x 10" gridpojnts. 
Each grid was a niiilti-zoiic> grid (29 ZOIIPS) n-itli I-to-1 connectivitj between the zones. I n  
the  current study, no grid sensitivity analysis was performed. However, Durand et al.[l7] did 
perform such a study. Based on their  analysis, the current grid sizes (considered "mediuni" 
h e ] )  were deenied suficiently fine for turbulcncc. model analysis. 

I n  tlie grids, the distance from tlic leading edge of the car to the inflow planc of the grid 
was 2100 mm, and the distance from the hack of the car t o  tlie outflow plane of the grid was 
5220 mni (tlie leiigtli of the car was 1044 mm). The bod) height was 2SR in in .  Its bottoiii was 
50 mni ahove the floor, and the total grid height from tlie floor was 1206 nim (1062 inm from 
tlie top of the car) .  The car half-width was 194.5 n i n i ,  and the total grid width from t lie center 
plane was 935 mm (740.5 mm from tlie side of the car).  Two views of the 3.7" grid a re  shown 
i n  Figs. 3 and 4. .4lthough not shown, the '2.5' case has similar features. 

5 RESULTS 

5.1 2-D Hill 

For the 2-L) h i l l  computations, the inflow profiles were set t o  approximately match the LES d a t a ,  
as shown in Fig. 5 .  Note that  all quantities have been nondi~nensionalized by the bulk velocity 
l T b  above the hill peak a t  x/H=O. A grid study was conducted using the E.4SM-ke model, using 
the finest 737 x 193 grid level as well ;ts 3 additional coarser levels, obtained by successively 
removing every other gridpoint from the finer grid. Sample results are given i n  Fig. 6,  a t  the 
sensitive region s / H = 2  ( i n  the  separated region behiiid the hill). The u-velocity, the turbulent 
kinetic energy k ,  and the turbulent shear stress ut' each shows only small variations between 
the two finest grid levels, indicating that  the 569 x 97 and tlie 737 x 193 are both sirfficient to 
capture these quantities t o  plotting accuracy. The 1,-velocity shows noticeable variations even 
between the two finest grid levels, indicating that the 369 x 97 is not fine enough to adequately 
capture this quantity, and the 737 x 193 may or may not be fine enough (an even finer grid woiild 
be needed t o  establish its adequacy). However, i n  this study a finer grid was not attempted, 
and the 737 x 193 grid was assumed to be sufficient and was used for all computations to  be 
presented below. 

on the finest grid) converges in a second-order fashion as the grid is refined (there is a linear vari- 
ation with the inverse of the total number of gridpoints N ,  which is proportioiial t o  the square 
of the average grid spacing), consistent with second-order global spatial accuracy of CFL3D. 
See Fig. i. (1sing extrapolation, the separation point on an iiifinitely-refined grid would be 
approsirnately s/H=0.340. 

However, the reattachment location (at  s/H=3.704 on the finest grid) is not converging i n  
a second-order fashion as the grid is refined. See Fig. 8. ilpparently, all three of the finest grid 
levels do not lie within the "asymptotic range" for this variable, which means that  even finer 
grids would be needed to establish the second-order property of the reattachment point. T h u s ,  
the  best that  can be said using the current grid levels is that the reattachment point on an 
infinitely-refined grid would likely be somewhere i n  the  range of s/H=3.T5 to 3.9 for EASM-ke. 

From the grid density study using the EAShl-ke model, the separation location (at  s/H=0.343 
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hl od el I sop pt. Reattach pt.  

SST 0.203 7.641; 
E.4 SM- ke 0.343 3.704 
L4SM - ko 0.254 7.46 1 

I I I  summary, using t lie finest 737 x 193 grid, the separation point is definitively captured to 
within less than  1%, and t lie reattacliment point is likely capturcd to  witliin approxiniately 5%. 

In the %D LES computation used as  reference [I31 (which had a spanwise extent of 4. i iH 
and used periodic boundary conditions i n  that  direction), the flow was unsteady and con- 
tained significant spanwise t liree-diniciisioiial structiircs. On the average, the flow separated 
at x/H=0.22, and reattached a t  x/H=4.72, althoiigh the time-dependent variations in these 
locations was quite large. The goal for this test case was to  try to  determine what turbulence 
~iiodel, if any, best mimics the averaged LES data in the 2-D sense. 

A summary of the computed separation and reattachment points for all the turbulence 
models used i n  this study is given i n  Table 1. 

Results using the SA model are shown in Figs. 9 and 10. Streamlines are plotted i n  Fig. 11. 
The  SA model separates a t  x/H=0.207, in reasonable agreement with the LES data ,  but it 
reattaches a t  x/H='i.685, far downstream of where the LES reattaches o n  average. I n  general, 
the  tr-velocity profiles a m  predicted i n  good agreeiiient with LES through the separation location 
to about x/H=2 - 3;  beyond t h i s  point the SA model continues to predict separated flow well 
past where the LES reattaches. The peak turhulent shear stress is underpredicted i n  magnitude 
by SA at  all stations, and fails t o  replicate the profile shape a t  x/H=O.O.5. 

Results using the SST model are slioww in  Figs. 12, 13, and 14. Streamlines are plotted 
i n  Fig. 1.5. The SST model's velocity and tiirbulent shear stress profiles, separation and reat- 
tachment points arc very similar t o  those of S.4. The turbulent kinetic energy profiles (which 
were not plotted for S.4 because that  model is a one-equation model and does not provide that 
quantity) are generally underpredicted in magnitude compared to the LES da ta .  

Results using the E.4SM-ke model are sliou~n i n  Figs. 1 6 ,  17, and 18. Streamlines are 
plotted i n  Fig. 19. The velocity profiles overall agree fairly well with the LES data ,  particitlarly 
downstream of x/H=4. However, EASM-ke separates a t  x/H=0.343, significantly downstream of 
the LES results. Overall, thc EASM-ke turbulent shear stress levels generally underpredict LES, 
similar t o  SA and SST. But a t  s /H=7,  the computed turbulent shear stress values agree with 
the LES, then a t  s / H = 8  they exceed LES i n  magnitude. The peak k is generally underpredicted 
at  most r-locations. 

Streamlines are 
plotted i n  Fig. 23.  Results are generally similar t o  S.4 and SST regarding separation and 
reattachmelit, althougli the separatioii point is slightly downstream and reattachment slightly 
upstream. Regarding turbulent shear stress and turbulent kinetic energy profiles, results are 
similar i n  character t o  the other models, in  that  they generally underpredict the peak levels 
compared t o  LES. 

Results using the EASM-ko model are shown i n  Figs. 20, 21, and 22. 



I?or this caw,  it is also iiistructiw to look at t l i e  clctailed hiidgets froiii thc turbulcii(.(~ 
transport cqiiations. (Oiie of tlrc advaiitagcs of using I,ES as the rcfewnce data is tliat i t  is casy 
t o  obtain these types of quantities for comparison.) IZesiilts for I,ES at s/H=0.05 (upstream o f  
thc separatioii location) are shown in I‘ig. 24, while results using three of the models arc shown 
i n  Figs. 2.5, 26, and 27. Results using SA are not giien because tliat model is a oiieequation 
model and it is not clear how to estract  the same variables for a direct one--011-one comparison. 
It should also be noted that  the turbuleiicc models used i i i  this study did not possess pressure- 
diffusion or pressure-strain terms, whereas these terms could be computed from the LES. 

None of tlic turbulence models agree very well kvith LES a t  s/H=0.05, although SST and 
E.4Shl-ko come the closest i n  predicting tlie overall character. EAShl-he, on the other hand, 
predicts production tclrni and dissipation term mucli too high i n  niagnitudc, witli peaks too 
close t o  the wall, compared to LES. Fiirthermore, EA4SM-ke predicts turbulent diffusion and 
viscous diffusioii terms that  are too high near the wall. Given that EAShl-ke did the worst joh 
predicting separation, it is not surprising that  its tiirbiilciice budget levels are the furl hest i n  
error a t  this station. 

Results a t  the statioii s/H=4 are given i n  Figs. 28, 29, 30, and 31. This station is immc~- 
diately upstream of the location i n  LES where reattachnient occurs. .4s can be seen, all t1ire.t 
turbulence models actually predict a budget very similar to  LES at this location (althougli 
EAShl-ke yields slightly lower peaks that a r e  located closer to the wall than tlie other models). 
This overall agreement suggests that  the turbulence models themselves are generally capturing 
the physics here (in the 2-D seiise). Thus, the turhuleiice equations may already be perforni- 
ing as well as  can be expected i n  tlie separated flow region, and it may be the lack of a 3-D 
mechanism in tlie 2-D computations tha t  prevent SST and EAShl-ko from reattaching as early 
as tlie LES. (EASM-ke does reattach early, but for the wrong reasons, as discussed above: i t  
separated late.) 

To summarize the 2-D hill results: SA, SST and EAShl-ko each did the best job predicting 
the onset of separation (between s/H=0.20 - 0.2.‘5), i n  good agreement with the LES results, but 
then did a poor job predicting the separation length (it was greatly overpredicted). EASM-kc 
predicted the separation onset too late (near x/H=0.34), but it then predicted a more reasonahle 
reattachment location and velocity profiles in the reattachment region. Note that  it was showii 
in Rumsey and Gatski [8] that EASM-ke is ill-suited to  predict wall-bounded adverse pressure 
gradient flows, so it is not surprising that  it predicted separation too late. 

.4 similar conclusion was also reached a t  the workshop in Poitiers: 2-D RANS turbulence 
models tha t  tended t o  predict tlie “best” separation extent compared with experiment, did 
so only because of the fact that  they predicted separation too late. For this case, there is 
obviously some question as t o  whether the simulation of unsteady 3-D structures is necessary 
t o  predict the physics of this massively-separated flow field (particularly reattachment), once i t  
h a s  separated a t  the correct location. 

5.2 Ahmed Body 

Two different slant angles were computed for the Ahmed body case: 25” and 3.5”. These two 
angles were chosen for the workshop because they bracket a “critical angle” a t  which the drag 
coefficient undergoes an abrupt decrease due to massively-separated flow occurring within the 
wake of the slant part. The  crucial question for the workshop was: can RANS predict the 
different flow fields over the slant part a t  the two different slant angles? For tlie current study, 



onl) t he two t iirbiilence models SS'I' and I:AShl-ko were iisecl. 

Ikfore describing resiilts for the two differcnt cases, borindary layer profiles are shown ncar 
mid-body, a s  an indication that the flowfield is being adequately predicted prior t o  reaching 
tlie back end of the body. 'I'he flow field in  this region is not noticcvbly affectcd by the slant 
angle, so only results for the slant angle of 3.5" are shown for both turbulence models. Several 
u-velocity plots are shown in  Figs. 32, 33, and 34. Then tlie rrr,,, is shown i n  Figs. 35,  36, and 
37, where rr,.,,, = 11' = ,/=. The reference locations for the profiles i n  these figures can be 
foiind i n  Fig. 2. 

Overall, tlie u-velocity profiles are in  good agreement with experiment, with the exception of 
location C' (down) on the bottom outside edge of the body, where the velocity is overpredicted. 
This difference is liliely due to  the fact that  the stilts have been neglected i n  the computations. 
The I r,.,,, profiles also show general agreement everywhere except a t  location C' (down), although 
the "freestream" levels a t  location F (side) are considerably higher in  the  experiment than in 
the C'FD. The  two turbulence models show some differences between them, but for the most 
part these differences are small and both agree equally well with experiment. 

I n  the  experiment, the 25' case displayed considerable three-dimensional behavior on the 
slant part o f t h e  body. -411 open separation bubble was present on the upper part of the slant, 
with attached flow on the lower part ,  and two counter-rotating lateral vortices on the edges of 
the slant generated a detachment node on the side. On the other hand, the 3.5' case displayed 
essentially two-diiiiei~sional behavior. The flow separated a t  the top of the slant and remained 
separated over thc  entire surface. 

('omputed u-velocity profiles along the centerline of the 25" s lant  are shown in Fig. :3K 
for SST and E.4Shl-ko. Corresponding dui' turbulent shear stresses are shown in Fig. 39. 
Both turbulence models do a very poor job predicting th i s  flow field. Although both models 
predict separation jrist past the top of the slant, as i n  the experiment, neither predicts the same 
reattachment seen i n  the experiment. I n  fact, the CFI) predicts massive separation over most 
o f t h e  slant surface. The d i i ~ '  profiles are underpredicted i n  magnitude over most of the slant 
surface. C'omputetl streamlines over the 25' slant surface are shown for SST and EASM-ko 
i n  Figs. 30 and 41. These figures show half of the slant face (results are symmetric about the 
centerline). The  streamwise (+x) direction is from top  to bottom, so both figures indicate that  
the slant face is mostly separated, although there is a pronounced region for SST near t h e  
outside bottom part of the slant where the flow has turned around. The corresponding oil/soot 
streak flow visualization from the experiment is shown in Fig. 42. I n  the  experiment, the flow 
separates i n  the middle part of the top edge, but it subsequently reattaches about halfway down 
the face. I t  is clear that  the C'FD is not mimicking the experimental pattern. 

iZdditiona1 visualizations of the computed flowfield in the region of the 25" slant are shown 
i n  Figs. 43 and 44. Here, vorticity contours in  three x=constant planes over the slant as well 
as streamlines are shown. A strong edge vortex can be seen near the side edge of the slant, 
and a separated shear layer exists above most of tlie slant face. The shape of th i s  shear layer is 
different for the two turbulence models: it is somewhat curved for SST and relatively flat for 
EASM-ko. 

Next, results for the 35' slant are presented. Computed u-velocity profiles along the center- 
line of the 3.5' slant are shown in  Fig. 45. Corresponding u'w' turbulent shear stresses are shown 
i n  Fig. 46. In  this case, both turbulence models do  a good job predicting the fully-separated na- 
ture of th i s  flowfield. There are n o  significant differences between results for the two turbulence 
models. Computed streamlines over the 35' slant surface are shown for SST and EASM-ko 
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i n  Figs. 47 aiid 4%. Uoth iiiodels product) v e r ~  siinilar streaiiiliiie pat tents. altlioiigli t l i t>  SS'l' 
iiiodcl rcattaclres slightly fiirthcr iipstrtviiii oii t lie slai i t  t hail EAShl-ko. The correspoiidiiig 
oil/soot streak flolv visualization from t l i c  expc~inieiit is shown i i i  I'ig. 49. Tlic 2-11 nat itre of 
the sqmratioii is evidtvt i i i  this case. 

Additional visualizations of the computed flowfield i n  the  region of the 35" slaiit art' sliown 
i n  Figs. 50 aiid 51. In this case, tlie separated shear layer above the slaiit face is flat for both 
turbnleiice models, and lies at  a higher distalice above the surface than for the 25' slaiit case. 

To summarize t lie zAhmtxd body results: SST and E.ASM-ko each did a poor job predictiiig 
the flow for the '2.5' slant, biit each predicted tlie 3.5' slant fairly well. The '25' cast' was supposed 
to possess a significant region of reattached flow on the slant face, biit both turbulence niodels 
predicted massive separation regardless of the slaiit angle. The drag coeffickiits piwlicttd 

These can be compared with the exp~riinentally-measured values of C ' ~ , ~ ~ ~ ~ , 2 5  = 0.285 and 
C ' ~ , ~ ~ ~ ~ , 3 5  = 0.260, although as much as 10% of the experimental drag values may be attributed 
to drag on the stilts [IT]. 

\\'ere: C'D,.sST,15 = 0.311, C'D.ga.s,\f-kt,,i; 1 0.270, C'D9SST,.35 = 0.297, C'D,EAsnf-l;c,..j; = o.'L71. 

6 CONCLUSIONS 

I n  conclusion, two massi\iely-separated flow cases were run with several different t iirhiileiice 
models i n  a RANS C'FD code. Overall, results were disappointing, but were coiisistmt k v i t  Ii 
results froin other RANS codes and other turbulence models at thc. ERCOFTAC' t urhiileiice 
modeliiig workshop. For the 2-D hill case, those turbulence models that  predicted separatioii 
location accurately elided up yielding a too-long separation extent downstream. Oiily one model 
yielded a separation extent i n  reasonable agreement with the LES reference da ta ,  but this better 
prediction was only due t o  the fact that  the separation location was predicted incorrect ly. For 
the Ahmed body, two slant angles were computed, and C'FD performed fairly well for one of tlit. 
cases (the larger slant angle). Both turbulence models tested were very similar to each other. 
For the smaller slant angle, C'FD predicted massive separation, whereas the experiment showed 
reattachment about half-way down the center of the face. 

These test cases serve as reminders that state-of-the-art C'FD is currently iiot a reliable 
predictor of massively-separated flow physics. Although C'FD can sometiiries giw a reasonable 
indication of separated flow features and trends between different configiiratioiis, i t  can also 
sometimes yield incorrect results. This field of study would therefore benefit froin coiitinued 
efforts to  document C'FD's capabilities on a wide variety of different separated f l o ~  ciises, as 
well as  froin further efforts to improve turbulence models specifically for this class of flows. 
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Figiirc 1: 2-71 hi l l  grid, with every fourth gridpoint shown. 
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Figure 2: Sketch of the model showing locations of boundary layer measurements on the cent rat 
part of the body (from Maiiceau and Bonnet [lG]). 



Figure 3: View of the 35" grid, from the side (flow is from right to left) 

Figure 4: View of the 3.5' grid, from the top (flow is from top to bottom). 
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Figure 5 :  Inflow profiles specified i n  the 2-D hi l l  coiiipiita.tions. 
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Figure G :  2-D hill grid study using EASM-ke a.t x/H=2. 
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Figure 8: 2-D hill grid study showing computed reattachment location as the grid is refined 
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Figure 9: Velocity profiles for 2-D hill using SA, 737 x 193 grid. 
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Figure 10: Turbulent shear stress profiles for 2-D hill using SA, 7.37 x 193 grid. 

1 R  



I 

Figure 11: Streamlines for 2-Il h i l l  using SA, 7.37 x 193 grid. 
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Figure 12: Velocity profiles for 2-D hill using SST, 737 x 193 grid. 



x/H=0.05 x/H=0.5 x/H=l 

LES data 

f104 002  0 0 02 
uv1u; 

WH=5 

I 

- i b 4  -ob2  6 ' ' 0.02 ' 
uv1u; 

WH=3 

x/H=6 

3-02 
UVIU, 

x/H=4 

x/H=7 

A-02 
UVIU, 

Figure 13: 'I'urbulent shear stress profiles for 2-D hill using SST, 737 x 193 grid. 
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Figure 14: Turbulent kinetic energy profiles for 2-D hill  using SST, 737 x 193 grid. 
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Figure 15: Streamlines for 2-D hill using SST, 737 x 193 grid. 
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Figure 16: Velocity profiles for 2-D hill  using EASM-ke, 737 x 193 grid. 
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Figure 17: Turbulent shear stress profiles for 2-I) hil l  using EASM-ke, 737 x 19.3 grid. 
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Figure 18: Turbulent kinetic energy profiles for 2-D hill using EASM-ke, 737 x 193 grid. 



Figure 19: Strea.mlines for 2-D hill  using EASh4-ke, 737 x 193 grid. 
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Figure 20: Velocity profiles for 2-D hill using EAShZ-ko, 7.37 x 193 grid. 
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Figure 21: Turbulent shear stress profiles for 2-D hill using EAShl-ko, 737 x 193 grid. 
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Figure 22: Turbulent kinetic energy profiles for 2-D hill iisiiig EASM-ko, 7.37 x 193 grid. 
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Figure 23: Streamlines for 2-D hill using EASM-ko, 7.37 x 193 grid. 
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Figure 24: Turbulence budget for 2-D hill at  x/€-I=O.Or>, LES. 
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Figure 25: Turbiileiice budget for 2-D hill at s/H=O.OT>, iising SST, 737 x 193 grid. 
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Figure 26: Turbulence budget for 2-D hill at x/H=0.0.5, using EASM-ke, 737 x 193 grid. 
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Figure '27: Turbiilence budget for 2-D hill a,t x/H=O.O.5, using EASM-ko, 7.37 x 193 grid. 
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Figure 28: Turbulence budget for 2-D hill a.t x/H=4, LES. 
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Figure 29: Turbulence budget for 2-D hi l l  a t  x/H=4, using SST, '7.37 x 193 grid. 

Figure 30: Turbulence budget for 2-D hill  at  x/H=4, using EASM-ke, Tj i '  x 193 grid. 
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Figure 31: Turbulence budget for 2-D hill a.t x/H=-I, using EAShi-ko, 737 x 193 grid. 
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Figure 32: Central-Ahmed body u-velocity profiles on the top. 
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Figure 3.3: Central-Ahmed body u-velocity profiles 011 the side. 
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Figure 34: Central-Ahmed body u-velocity profiles o n  the bottom. 
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Figure 37: Central-Ahmed body Fr,,, profiles on the bottoni. 
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Figure 38: Profiles of u-velocity on the centerline of the 25' slant (each profile separated by 30 
units in the x-direction). 
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Figure 39: Profiles of d z i J  on the centerline of the '2.5" slant (each profile separated by 100 iiirits 

in the x-direction). 
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Figure 40: Strea.mlines on the '25" s h n t  face, SST. 
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Figure 41: Streamlines on the 25" sla,nt f x e ,  EASM-lio. 

Figure 42: Oil/soot streak flow visiializatioii 011 the 25" slant face, from [14]. 



Figure 43: Vorticity contours a.nd strea.nilines on the 2.5" sla.nt, SST. 

Figure 44: Vorticity contours a.nd strea,mlines on the 2.5" slant, EASM-ko. 
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Figure 4 5 :  Profiles of 11-vclocity on the centerline of the 3.5’ slant (each profile sepwated by 30 
units i n  the  x-direction). 
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Figure 46: Profiles of u’w’ on the centerline of the 3.5’ slant (ea.ch profile separated by 30 un i t s  
i n  the x-direction). 
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Figure 47: Strea,mlihes on the 35" sla,nt face, SST. 
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Figure 48: Strearrilines on  the 35" slant face, EASM-ko. 



Figure 49: Oil/soot streak flow visualiza.tion o n  t h e  35' sla.nt f x e ,  from [14]. 

Figure 50: Vorticity contours and streamlines on t,he 55' sla.nt, SST 
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Figure 51: Vorticity contours and streamlines on the 3.5" slant, EASM-ko. 
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